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Abstract

Nowadays lots of researches are aimed at searching for a new methods of digital compression due to it's possible to achieve higher compression ratio then by modern algorithms. Specific areas are digital photographical and television images because of their high bitstream and psychophysical redundancy.

A new method of preprocessing of digital static images based on human vision system properties that provides increasing of compression ratio of entropy coders about 1,3 times with near-lossless compression is represented below. 
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1. INTRODUCTION

There are two groups of image compression methods – ''lossless" and "lossy". The first eliminates statistical redundancy peculiar to images so the result image is equal to original. But compression ratio of the "lossless" methods implemented to photographical images is usually not higher then 2–3. It is because of high entropy of this kind of data. The second type of image compression methods can provide higher compression ratio. For real non-graphical images it's possible to achieve a great compression by eliminating both psychophysical and statistical redundancy. But in some fields of technics the usage of "lossy" compression has great limitations and in some cases is impossible. Examples of such fields are publishing with scanning photographic images or non-linear montage of TV-programs. It happens because it's necessary to realize a great number of compression-decompression cycles. Initially invisible transformation errors may accumulate for 4–5 cycles and become visible. So the actual problem is to find the way to increase the compression ratio of "lossless" entropy methods.

The real image has a lot of small details with the ten pixels size and less. Fig. 1 represents original image “Lena” (tested). Fig. 2 represents the area where such details exist (black – exist, white – not exist). 
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Fig.1. Initial test image (Lena.bmp).
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Fig.2.Area of existing of small noise-like details (black – exist, white – not exist).
The visual detection of each of them separated almost impossible. Such ditails belong to the non-semantic class. But they are the most important reason of high entropy of real non-graghic images. At the same time semantic contours are the most important for human vision system. It’s well known that threshold contrast (TC) of human visual system and therefore visibility of image distortion depends on size and contrast of the detected visual object. Consequently the distortion of small non-contrast details of target image is almost not detectible and visual quality is as good as one of the source image.
For this reason it’s become to be possible to implement preprocessing that decreases the entropy of the image without loosing of initial visual quality.

2. Description of the method
They know that TC of human visual system depends on two the most important characteristic of the detected detail – size (N) and local contrast (LC) so the distortion of small details is almost invisible independently from one’s value. Enlarging the size of detail attracts decreasing of TC.

Fig. 2 depicts the area of small details the with the size from 1 to 7 pixels. One can see that the area of the details is considerable. Inserting transformations to initial details is permitted in this black area with the purpose of reducing the entropy of source image.

Fig. 3 represents the dependence between the normalized number of pixels(NNP) that belong to  details of fixed size (DS) and fixed detail size (DS), DS
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The figure shows the dependence decreasing by Laplasian. 
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Fig. 3. Dependence between the normalized number of pixels (NNP) that belong to the detail of fixed size (DS) and fixed detail size (DS).
Fig. 4–6 introduce dependence between normalized number of pixels (NNPDS) that belong to the detail of fixed size (DS = 1, 2, 3 consequently ) and minimal contrast difference (MCD), MCD
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The dependences are Laplasian too.

For the other tested images there is the same character of the dependences. So real digital images contain a big amount of one-pixel details and most of them have small value of MCD. While increasing the size (N) equal to DS the amount of such details decreases and average minimal contrast difference (MCD) shifted to the area of small values.
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Fig. 4. Dependence between normalized number of pixels (NNP1) that belong to the detail of fixed size (DS = 1) and minimal contrast difference (MCD).
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Fig. 5. Dependence between normalized number of pixels (NNP2) that belong to the detail of fixed size (DS = 2) and minimal contrast difference (MCD).
Fig. 7–9 represents areas of existing (black) for the 1-, 2-, 3-pixels details consequently. MCD
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[1,255]. Fig. 10 represents unification of one’s areas.
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Fig. 6. Dependence between normalized number of pixels (NNP3) that belong to the detail of fixed size (DS = 3) and minimal contrast difference (MCD).
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Fig. 7. Area of existing of 1-pix details (black – exist, white – not exist).
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Fig. 8. Area of existing of 2-pix details (black – exist, white – not exist).
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Fig. 9. Area of existing of 3-pix details (black – exist, white – not exist).
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Fig. 10. Area of existing 1-, 2-, 3-pixel details (black – exist, white – not exist).
The method of preprocessing based on mention properties of digital real images. Prepocessing is a “deleting” of small-size details meaning the local contrast (LC). LC is equal to MCD. 

The size (N) is a number of elements (pixels) of detail. The detail is a group of neighbor elements with the same value Y. 

The “deleting” is an equating the value of the currant detail Yi,j to the value of one of the neighbor to detail pixels Yir,jr with the local contrast difference (CD) determinated by  MCD. 

CDr=Yi,j-Yir,jr,
where i, j – currant coordinate of element of “deleting” detail; ir, jr – coordinate of neighbor to “deleting” detail pixels.

MCD=min(CDr).
While “deleting” it’s necessary to provide MCDDS<=TCDS. So one should use an optimal thresholds (OTDS) for each detail size (DS) that provides high effectiveness of the method with high-level of visual quality. Area of existing of details with OTDS is shown on Fig. 11.
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Fig. 11. Area of existing 1-7-pixel details with OTDS (black – exist, white – not exist).
III. RESALTS OF THE PROGRAM TASTING
The program of the preprocessing was implemented for the grayscale static images with variable DS. For all DS [1, 7] one can set deferent value of threshold (TDS) separately to fined out OTDS. TDS
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[0, 255].
After preprocessing the result images was compressed by entropy coder (ent) with compression ratio Kent. Result compression ratio Kent. Results of modeling are shown in Tab. 1. Result of preprocessing is increasing of Kent by factor 
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 Kent 1,4.
Table 1

	DS, pix
	0
	1
	2
	3
	4
	5
	6
	7

	OTDS
	
	128
	128
	64
	64
	32
	16
	8

	Kent
	1,56
	1,59
	1,62
	1,72
	1,82
	1,94
	2,04
	2,15


The preprocessed test image (Lena.bmp – 
Fig. 12) is represented on Fig. 16.

Tab. 2. contains 
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 Kent for several test images

	Image
	boat
	mandrill
	peppers
	elena
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 Kent
	1,5
	1,6
	1,3
	1,4


The source and target images are shown below.
IV. CONCLUSIONS
There was developed the method of image preprocessing based on vision system properties to eliminate such psychophysical redundancy. While this preprocessing small details “deletes” from image depending on their size and contrast difference. As a result of experiments was found that for each size of small detail there is an optimal value of contrast difference called optimal threshold. Using the optimal thresholds for all sizes of small image details finds it possible to achieve the best increasing of compression ratio on conditions that the visual quality is equal to initials. After the image has been preprocessed the increasing of compression ratio for “lossless” entropy methods is about 1.4 times for different kinds of test images. Once preprocessing the original non-graphical image one can use entropy coders more effective without accumulating transform errors.

SUBSCRIPT
TC – threshold contrast of human vision system

N – size of detected detail of image 

DS – detail size

CD – contrast difference

LC – local contrast

NP – number of pixels

NNP – normalized number of pixels

MCD – minimal contrast difference 

TDS – thresholds for the fixed DS

OTDS – optimal thresholds for the fixed DS

Kent – compression ratio of entropy coder
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Fig. 12. Initial test image (Lena.bmp).
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Fig. 16. Result test image (after preprocessing with OTDS).
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Fig. 13. Initial test image (boat.bmp).
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Fig. 17. Result test image (after preprocessing with OTDS).
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Fig. 14. Initial test image (mandrill.bmp).
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Fig. 18. Result test image (after preprocessing with OTDS).
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Fig. 15. Initial test image (boat.bmp).
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Fig. 19. Result test image (after preprocessing with OTDS).
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