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Abstract

The current IEEE 802.11 Wireless LAN (WLAN) systems are unable to support real-time applications because the underlying contention-based MAC (Medium Access Control) protocol causes unpredictable delays.
This problem has been faced already in Ethernet where excellent  results we have obtained  with the HIMD smoother.

Our work aims at to adapt  and to use this approach in the wireless context.

We have developed a software module that simulates the behavior of the IEEE 802. 11 protocol. This simulator allows us  to compare the dynamics of the net with and without smoother.

I. INTRODUCTION
The IEEE standard 802.11 family is quickly gaining popularity among the users of computer network, thank  to the low costs and to the throughput which are comparable with those of Ethernet. There are many applications of this technology. The flexibility, that characterizes the wireless solutions , plays an important role in  favor of wired infrastructures substitution.

In some areas,  delivery delays are very important, infact they play a  fundamental roule for  network performance . For example the exchange of data among stations and PLC, in the industrial area, must respect fixed times. Another application could be the  multimidia communication, where the flows of information (stream audio and video) must respect a limited delay. The information flow, in  the previous case can be classifiedas Real-Time (RT), whereas in less critical applications can be classified as non Real Time(NRT). The RT frames can be distinguish in two types: Hard Real-Time, when  information timeliness is of absolute importance, so that data  lose their utility if consigned beyond the deadline, or Soft Real-Time when delivery time is important but it doesn't affect fully the good operations of the system, that will continue to operate doing a smaller weight  to the old information. Now the implementation of this  solutions is based on wired technologies but in the future? This paper presents the results obtained through a 802.11 simulator  wich implements a smoothing-based approach for the exchange of Real-Time packets. The results offered by this technique improve the performances of the wireless network, allowing its use for applications in areas where, wireless tecnology doesn't give enough guarantees. Particularly, we will use the solutions previously implemented for Ethernet, (traffic smoothing technology) wich has the objective  to guarantee the respect of data delivery times. The dynamic smoothing technology used in this paper is based on HIMD traffic smoothing[1]. The performances of this approach will be compared with  on the traditional protocol without smoothing. 

During our activity we have to resolve many  problems. First of all the simulation of half-duplex devices, that cannot trasmit and receive in the same time: as a result, in wireless 802.11 network  disappears the concept of collision, common for the wired nets, because every station that transmits cannot know if the channel is used in the same time by another station so the transmitting stations will go to collide. In this case the stations involved  can’t  detect a collision immediately, as in Ethernet, but only after a fixed timeout.

As we will see later, HIMD smoothing, adapted to the wireless context, improved Soft Real-Time traffic performances in comparison with systems without smoothing. The price to pay for this advantage is a reduction of NRT throughput.

Wireless 802.11 technology, thanks to the low cost and  simplicity of installation, can be seen as worthy antagonist  of Ethernet networks also for Soft Real-time  applications.

II. THE TRAFFIC SMOOTHING
The main obstacle to using Ethernet or Wireless 802.11 in real-time communication is that they cannot provide connected stations with deterministic channel access times and therefore cannot guarantee that data delivery deadlines will be met. As Wireless 802.11  technology today offers a number of appealing features, which suggest adopting it even in time-constrained environments, recently a lot of research addressed the problem of enforcing a predictable behaviour on this  networks.

To support soft real-time applications, which do not require determinism and can accept a statistical bound on packet delivery time, Wireless can be adopted, provided that a suitable mechanism to statistically guarantee deadline meeting to real-time packets is implemented. Here we deal with a mechanism, called traffic smoothing, which was introduced in [1] and is based on the definition of statistical real-time channels running on an Ethernet. We will demonstrate  that it can be adapted also in a Wireless contest.

As is known, the delay a packet undergoes depends on the number of attempts to transmit before transmission is successfully achieved. In [1] it is demonstrated that a sufficient condition to guarantee with a pre-fixed probability that a packet will gain access to the channel by a pre-established time is that the total rate of new packets generated by the stations remain below a threshold called the network-wide input limit. As the  MAC protocol is totally distributed, a single station is not aware of the current packet arrival rate for the whole network.

Thus, in order to maintain the network-wide input limit, each station is assigned a station input limit calculated according to the packets’ deadlines and the tolerable packet-loss ratio. Each station regulates the packet stream arriving from the Application layer in such a way as to keep the packet arrival rate at its MAC sub-layer below the station input limit it has been assigned. Traffic smoothing only acts on non-real-time (NRT) packets to smooth traffic bursts, as when packets arrive in bursts they are more likely to collide. Traffic smoothing is realised locally in each  station by a software layer called a traffic smoother, inserted between the TCP/IP and the Data Link layer (see Fig. 2.1), which buffers any NRT packets arriving in a burst and sends them in such a way to keep their arrival rate at the MAC layer below the station input limit.






Fig. 2.1. Software architecture of traffic smoothing.
The traffic smoother is implemented by using a leaky bucket-based algorithm [4], where a credit bucket depth (CBD), which indicates the capacity of the credit bucket, and a refresh period (RP) are defined. Every RP seconds, up to CBD credits are replenished. The CBD/RP ratio is the station input limit and determines the average throughput available for a station. By varying the values of RP or CBD, it is possible to control the bursty nature of a flow of packets and thus of the traffic generated by the single stations. When a NRT packet arrives from the IP layer, if there is at least one credit in the bucket, the traffic smoother sends it to the Network Interface Card (NIC) and removes a number of credits equal to the size of the packet in bytes. Otherwise, the packet is not transmitted until the next replenishment. A real-time (RT) packet is not affected by smoothing, but its transmission does consume credits. This means that if there is both RT and NRT traffic in a station, the latter is transmitted using any credits that are left over after the transmission of the RT traffic for that station. In static traffic smoothing [1], the station input limit is assigned to each station, once and for all in such a way that, even in the worst case, each station can be provided with a statistical guarantee on the timely, delivery of its packets. This solution has the drawback of entailing a considerable waste of bandwidth, as the station input limit is assigned to each station irrespective of the actual load currently on the network (which can even be significantly below the networkwide input limit, as not all stations are necessarily transmitting at any one time). Also, scalability problems may arise when the number of stations is high. To provide more scalability and better bandwidth exploitation, in dynamic traffic smoothing the [2], [3] the station input limit is dynamically adapted according to the network workload, thus the available bandwidth is shared only among the stations which really need to transmit. In order to evaluate the network load for dynamic smoothing purposes, different approaches have been proposed in the literature [2], [3]. In [2] a dynamic smoother based on throughput control is dealt with, which adapts the refresh period RP to the network throughput ,measured over a given time interval, while keeping the CBD value fixed. On the other hand, the dynamic smoother described in [3] applies the harmonic-increase and multiplicative-decrease (HIMD) algorithm to react to the detection of a single collision over an interval. According to the HIMD adaptation, when a packet collision is detected, the RP is increased by the minimum, between twice its current value and a given RPmax value by steps of “delta”, while in the absence of collisions the RP is periodically decreased (with period τ) by a constant rate, down to a value of RPmin. 

III. THE SIMULATOR
We have implemented a wireless (802.11, 802.11a, 802.11b) simulator for a peer-to-peer communications in the same basic service set (BSS) and used it for a vast series of benchmarks.

The net simulated is supposed to work into DCF mode. 

We hypothesize that in the structure there aren’t hiddent stations and these cannot enter or exit from the BSS; nevertheless their position can be neglected inside the BSS. 

The low distance between the different stations  don't allow the calculation of propagation time, so propagation delay is omitted.

We suppose that there are not hidden stations in the network. This is not a strong ipothesis since in many applivcations that require soft Real-time performances, the stations are not mobile and can be located in such a way to avoid visibility problems.

For a real simulation we have generated some noise that disturbs all the stations into the  Basic Service Area (BSA).

All the BSS stations in our simulator can be configured for one of the IEEE 802.11 standards: (with Physical Layer: DSSS, FHSS, IR), 802.11a (with Physical Layer OFDM) oppure 802.11b ( with Physical Layer HR-DSSS); in particular, for the Physical Layer that use the Frequency Hopping  we suppose that the time of transmission of the frame is smaller than  Slot Time. 

The stations can use two types of smoothing: HIMD o Fuzzy, these manage tails of traffic Real-Time and Not Real-Time. Each of these contains frame produced with cadence type cyclic (frame generate in a costant period), aciclic (frame generate  without  periodicity), burst ( periodic frame  generate in a limit slot  simulation time), and with costant  dimension and linera and Gaussian distribution, in all combination type . 

The simulator, as wireless IEEE 802.11, uses the Directed MPDU  threshold  for  not used the RTS/CTS method and  the frame fragmentation threshold  for all the specific station.

IV. SIMULATION OF AN INDUSTRIAL SCENARIO WITH LOW TRAFFIC NOT REAL TIME
The simulated scenario reproduces a manufacturing industry, where every cell is checked from the local master station, and axchanges measurements of the sensors and commands; every station needs to coordinate with the others, so they produce RT and NRT traffic. For this first scenario  we will suppose  the network with a low workload and  remarkable noise (if compared to shared Ethernet) which is always present in the wireless network, since it is produced from the  industrial machineries.

4.1-Data
We will use a Wireless IEEE 802.11b with HR-DSSS physical layer and data rate 1 Mbps. The duration of the simulation will be  300 seconds with a data rate noise of 250 bps.

In the evaluation we will use ten stations, which will be able to produce both the types of traffic:RT and NRT. 

The stations will be of the following type:

·  RT traffic

· cyclic: 10 frame/s frame size: 256  bit;

· NRT traffic

· Acyclic: 14 frame/s (middle value)
       Minimum frame size:1000 bit 
       Maximum frame size: 2000 bit,
       with linear distribution;

· RTS threshold: 512 bit;

· Fragmentation threshold: 18496 bit.

4.2- Results
The total workload is in average 235 kbps, the RT workload read is 25,6 kbps. NRT workload isn’t constant during the time because NRT frames are acyclic and  they have  variable dimension.

Considered that every station produces the same traffic, we have recorded the same behavior for each station. Starting from this result, in the following we will analyze the results of  a single station. 

In fig. 4.1 we can see the number of RT frames that have a delivery delay that exceeds the deadline. For all  stations the deadline is less than 180 ms. The limited tail is due to the low workload and it is also consequence of the frames dimension. Infact, the small dimension of the frames inserts alimited transmission delay. 

If we use the HIMD smoothing we can improve these performances. After an accurate parameter optimization we selected the followings values:

· CDB(number of  credits)=12208;

· RPmin = 3000 μs;

· RPmax = 100000 μs;

· Τau(refresh period)  = 1000 μs;

· Alpha = 5500 μs;

· Delta (increment steps) = 100 μs.

Looking at the fig. 4.2 we can observe, that the number of RT frames that overcome the deadline using the HIMD is strongly decreased.

The advantage is evident. The difference is maximum for deadlines of the order of several milliseconds. While the first system produced maximum delays of 180 ms, the HIMD lowers this values for all the RT frames at 62 ms.
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Fig. 4.1. Frames that exceed the deadline in the station 1 without the smoother.
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Fig. 4.2. Frames that exceed the deadline in the station 1 with the smoother.
The cost to get this advantage is the loss of some throughput for the NRT frames. In Fact, the smoother penalizes them: this loss is about 60 Kbps. It can be accepted if  the primary objective is the respect of the temporal deadlines of the RT frames. In this scenario  high priority information that must be sent are of small dimensions (a few bytes). This information can be produced by sensors, or can represent commands for actuators. 

We have said thatthe transmission times of the RT frames are small, so delivery delays are mainly caused by the non Reat-time traffic traffic in the channel whoose workload must be limited.

HIMD smoother lowers delivery delays of the RT frames and restricts delay distribution around the average value this way improving the time  determinism.

The minimum delay for a RT frames of 256 bits is 0.7 ms  so this value represents the minimum deadline that we can chose  must be greater than  this value. If we want a lower deadline we must accept to lose more NRT throughput.

For Alpha=5.5 ms we lose about 30% of NRT throughput. 

If we select a deadline of 5 ms without smoother the 56% of the frame exceed this delivery delay. If we instead use the smoother only 21% of RT traffic overcome the deadline.

If we select a deadline of 50 ms without smoother the 11% of the frame will exceed this delivery delay. With the smoother only 2% will exceed the deadline.

So we can see that if we increase the deadline for Rt traffic, the NRT throughput will increase, whereas  if we decrease such deadline the NRT throughput will decrease.

V. SIMULATION OF AN INDUSTRIAL SCENARIO WITH HEAVY NON REAL-TIME TRAFFIC
As in the previous scenario, here we consider a manufacturing plant. For this second scenario we performed a simulation which lasts 300 seconds. The NRT traffic is variable and presents a large burst in the middle as shown in Fig. 5.1. We suppose a low workload between 0 and 100 seconds and  between 200 and 300 seconds of the simulation, whereas between 100s and 200s the NRT workload will present a high burst. 

Also in this scenario the BSA is affected by high noise (if compared to a shared Ethernet network) which is always present in the wireless networks. This  noise is produced by industrial machineries.
5.1-Data
Also here we will use  a Wireless IEEE 802.11b with  HR-DSSS physical layer and  data rate 1 Mbps. The duration of the simulation will be  300 seconds with a data rate noise of 200 bps.

We will use ten  identical stations, which will be able to produce both the types of traffic: RT and NRT. 

The stations will be configured as follows:

·  RT traffic

· Cyclic: 10 frame/s  

               frame size: 256  bit;

· NRT traffic

· Acyclic: 14 frame/s (middle value)
                         Minimum frame size:1000 bit 
                         Maximum frame size: 2000 bit, with
                         linear distribution.

· Burst : 

               begin:  100s 

               end:  200s 

               workload: 10 (frame/s) 

               Minimum frame size: 1000 bit 

               Maximum frame size: 9000 bit,

              frames distribution: Gaussian

              average frame size:  5000 bit;

· RTS  threshold: 512 bit;

· Fragmentation threshold: 18496 bit.

5.2-Results
In fig 5.1 we show the graphic of the total Workload (RT and NRT) of the 10 stations.

After an accurate parameter optimization we have obtained the followings values:

· CDB(number of credits)=12208;

· RPmin = 3000 μs;

· RPmax = 100000 μs;

· Τau = 1000 μs;

· Alpha = 5000 μs;

· Delta = 100 μs.

In fig 5.2 and  fig. 5.3 we have the number of RT frames with a delivery delay that exceeds the deadline, in the two case: without smoother and with smoother.

In fig 5.4 e 5.5 we have the delivery delays of the RT frames without smoother and with smoother. As we can see, as soon as the NRT traffic burst starts the delivery delay increases. This depends on the improvement of number of collisions between RT and NRT data packets.

If we select a deadline of  50 ms without smoother the 56% of the RT frames will exceed this threshold, instead with the smoother only the 6.5% will exceed the deadline.

If we select a deadline of  10 ms, without smoother the 70.2% of the frames will exceed this delivery delay, instead with the smoother only the 29% .

The maximum  delay without the smoother is 1.3 s
Whereas, when the smoother is active it is only 201.1 ms.
The average delivery delay in the burst zone is 192.2 ms without the smoother and 15 ms with the smoother.

The system with smoother will lose only  9.4% of  the NRT throughput if compared with the no smoother system.
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Fig. 5.1. Total workload during the simulation.
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Fig. 5.2. Frames that exceed the deadline in the station 1 without the smoother.
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Fig. 5.3. Frames that exceed the deadline in the station 1 with the smoother.
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Fig. 5.4. Delivery delay for RT frame send from  the station 1 without the smoother.
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Fig. 5.5. Delivery delay for RT frame send from  the station 1 with the smoother.
VI. CONCLUSIONS
In this paper we discussed the advantages obtained through the use of  traffic smoothing in  wireless networks. Experimental results obtained in a simulated  environment have confirmed the benefits of the approach proposed for the wireless contest increasing the percentage of RT traffic that will be delivered within the deadline. 
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