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Abstract

In this paper an author’s method of a pointwise rebuilding of the local environment and its future application for an autonomous robot are presented. The method is based on geometrical laws solving a number of key problems and uses an author’s segment modeling method representing the environment as a set of 3D polygonal objects.

I. INTRODUCTION
The main purpose of creating autonomous robots is making people free of the physical work in the dangerous and inaccessible fields and also in the filed that induce a man to work intently and accurately for a long period of time.

Very often when making the robots autonomous it is became necessary to analyze images received from cameras. Inevitably most problems put by a man lead to an image processing, because in the most cases a man works for automating his labour and multiplying it using machine power. Most part of human labour is joined with the intellectual activity that is mostly connected with understanding of labour object and labour environment. That process of understanding is connected with the image processing.

The image processing can be divided on positioning, classification and recognition of visible objects in the environment.

II. POSITIONING
Positioning let to simplify solving tasks of robot’s navigation, optimizing laying routes and anticipation of changes of the environment.

Processing one image received from the camera lead to the problem of objects’ positioning, because one image can’t give us accurate enough information about objects’ position, more over it can’t tall us which of two objects is closer to us.

The problems solving leads us to the necessity to process several images of the environment. But that way request to find one point or object at several images. That is the main problem of that way. Rebuilding the environment, i.e. positioning of objects in the 3D scene, can be divided on an object rebuilding, positioning of whole object, and a pointwise rebuilding. The object rebuilding the environment, of cause, will let us to determine the object’s position, but it can’t give us any information about that object, i.e. about a shape of its surface. The pointwise rebuilding can give us as accurate information about its surface as closer it is located to a point of view and as high resolution and zooming of cameras are used in that time.

In the current work the author is developing the pointwise method of rebuilding the environment solving a number of key problems.

In that method all images previously are operated by Sobel Edge Detector, converting these images in a binary maps being sets of edge curves. 
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Fig. 1. One of the original images.
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Fig. 2. The binary map – the image processed by the Sobel Edge Detector.
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Fig. 3. First result of rebuilding the environment – 3D curves and 3D points.
But the method processes several images, being projections of the environment to several points of view, and not all curves or their parts being presented at one image will be presented at another one. Therefore the premium task is to determine the curves which we can use to rebuild the environment.

The developing method uses not 2 images, but 3 images to solve that task. Thus it checks the possibility of presence of a curve at all images before its rebuilding, creation of the 3D curve from its 2D images. The third image is used as a test image. Result of the curve’s reconstruction received from two images is checked with third one. The curves being presented at all images are reconstructed in the space determining a shape of the objects in the scene. 

Basing on the 3D curves it is became possible to reconstruct the surface of the objects in the scene, using previously developed author’s method named “Segment modeling method”.

The purpose of the segment modeling method is to create a polygonal surface based on indigested 3D curves. Process of creating model with segment modeling method consists of four stages:

At the first stage 3D curves are created fixing a silhouette and the model’s characteristic features.
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Fig. 4. The 3D curves and the image of the original model.
At the second stage the curves are divided on segments and groups of the segments are joined with each other by connecting lines to create a curves’ grid. The lines are divided on the segments and group of them are connected with each other again. 
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Fig. 5. The curves’ gird (the linear approximation).
At the third stage the curves’ grid is approximated by bicubic Bezier patch algorithm using the original curves as based curves. For that stage author has adopted bicubic Bezier patch to work with an irregular distribution of the curves in the curve’s grid. Initially the original curves are reduced in a condition of the Bezier spline algorithm and after that the parameters of the reduced curves are used for approximation. 
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Fig. 6. The curves’ gird – the bicubic Bezier approximation.
At the forth stage the curve’s grid is converted into the polygonal grid by classic Bezier patch algorithm.
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Fig. 7. The final result – the polygonal grid.
Using the approximation for rebuilding the object’s surfaces is possible owing to the fact that the shape of the surface influences on an illumination of that object.  Any sharp overfall of the illumination tells us that at that place the surface strongly changes its shape, it means that receiving the curves from that part of surface will give us information about shape of the object. Increasing the number of the curves (changing a value of the Sobel threshold parameter) increases the quality of the reconstructed surface and a number of reconstructed objects in the scene.
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Fig. 8. 3D curves and 3D points as a result of rebuilding the scene using low amount of threshold in sobel edge detector.
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Fig. 9. 3D curves and 3D points as a result of rebuilding the scene using high amount of threshold in sobel edge detector.

The necessity to use the illumination overfalls, received by Sobel Edge Detector, instead of using an illumination of the points to compare images is owing to the fact that the illumination depends on a point of view. This dependence of the illumination and the angle of view is described by Phong Model (for one source of light):
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Fig. 10. The Phong model of the light.
I = ka * Ia + (Ip /(d)) [kd * (N·L) + ks * (V·R)n]

ks is the coefficient of specular reflection. 

kd is the coefficient of diffuse reflection.

ka is the ambient reflection.

R is the direction of specular reflection.

V is the direction of the viewer.

Therefore a point presented at the first image not necessarily has the same illumination at the second one. It means that the point itself among a multitude of the other points does not consist any information which can help to determine the point from other points. Of cause, theoretically it is possible to calculate the illumination of the point at the second image having information about its illumination at first one. But that way requests to solve several difficult problems:

First, the Phong model being the model of illumination just describes the illumination made by one source of the light. But in the real conditions any object is lighted by several sources of light and also it lighted by reflected light of other objects. So the model of the illumination will be a superposition of the Phong models.

Second, the problem solving requests to solve a system of Phong’s equations with many unknown quantities. But we can get only two quantities: the illumination of the point and the difference between the angles of the points of view.

To solve the problem of the comparison of the image and positioning the points the auteur uses geometrical laws between points in the scene.

The accuracy of positioning in author’s method is joined with processing bitmap discontinuous images, thus the first result is a discontinuous distribution of 3d points in the scene. Therefore, to receive the system based on that method with the necessary accuracy it is necessary to know the dependence of the accuracy and method’s parameters.

The parameters of the method are:

DC is the width of the base (distance between two extreme positions of the cameras)

Hres is the horizontal resolution of the cameras.

FOV is the field of view (depends on lens and a zoom).

The error at a target distance (D) is determined by the expression:
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The methodical error is static and predictable. This feature lets to simplify solution of a number of problems, where the accuracy of positioning is very important at a big distance (look Recognition).
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Fig. 11. Real (top) and rebuilt (bottom) parts of the scene.
There is an example of rebuilding the environment at Fig.9. The drying table is located at the distance of 3m from the point of view. The real distance between it’s legs is 0.425 m. In 3D scene the distance between it’s legs is 0.426 m, so the error is 1 mm.

In the method the width of the base can be changed during whole process of positioning giving necessary accuracy. More over it is possible to create a system that will increase the accuracy comparing images received not only at current moment, but during a period of time. So it will store the information and update it to increase the accuracy.

II. CLASIFICATION
The second stage of the understanding the images is a capability to classify objects, in the other words, it is the capability to ascribe an object to the group of objects with the same properties. The classification of objects is based on the objects’ skeletonization.

The process of receiving these skeletons from 2D images is accompanied by a problem. The resulted skeleton strongly depends on the point of view. To classify the objects by that way it is necessary to create database of skeletons being supported with all variants of the skeletons from all possible points of view. This way strongly reduces accuracy of classification complicating skeletons’ shape and not excluding the coincidence of the skeletons from different classes.
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Fig. 12. An object and its 2D skeleton.
Receiving the skeletons from 3D models the shape of skeletons does not depend on the point of view, so the comparison of the received skeletons and the original skeletons saved in the database will be more accurate.

The classification of the objects and positioning will induce autonomous robots, previously taught to do some work with an object from the class, to do that work with all objects from that class in any environment.

Moreother it is possible to think that the process of the education can became autonomous. Once having seen actions produced with an object, i.e. the process of changing positions or the shape of the object, it will can reproduce the actions autonomously with that object or any another object from the class.

III. RECOGNITION
Third problem of the understanding images is the recognition. Solving of the problem in a frame of 2D images lead to the necessity to create huge number of images contented original-models looked from the different point of views. It leads to create a huge database and spend much time to compare original models and the objects for recognizing.

The solving of that problem using the 3D models will let to reduce volume of the database, time of recognition and increase accuracy of that process. Moreother owing to the fact that an object for recognition and an original model are 3D models it will let not merely tell us if these object and model are equal, but inform us as strongly and in what part they are different. So this method will be able to be used in the systems of recognition the persons, not merely determining the similarity between a person and a model in the database, but determining possible artificial or small changes of the appearance: brows, beard or glasses. The same structure of the models in the data base and the objects will make the system to be self-educational, i.e. to store up unrecognized objects in the data base and to use them for recognition in the future.

Using this way of recognition in the field of quality systems will let to not merely distinguish good production from the waste, but to distribute defective goods among the kind of defects to repair it.

Owing to the fact that methodical error is predictable it’s possible to reconstruct surface of a model in the data base before comparing it with an object in the scene, thus the influence of the error is excluded beforehand and does not influence on the result of the recognition.

IV. CONCLUSION
Developing methods of processing 3D information in robotic and automated systems is very actual task in current time. Though the research having been held for more then 10 years, some factors like cost, speed, calculation difficulties and difficulty of algorithms realization make impossible to use many of realized methods.

Author has made algorithms those allow to create the set of 3d curves describing objects’ positions and their surfaces, and create surfaces based on that curves.

This method will let to create the basis of multifunctional systems of the cyber vision
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