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A typical lossy image compression system is (Fig. 1) consists of three closely connected components namely  Source Encoder, Quantizer, and Entropy Encoder. Compression is accomplished by applying a linear transform to decorrelate the image data after color conversion, quantizing the resulting transform coefficients, and entropy coding the quantized values [5].

All the lossy compression algorithms of still images can be divided into two large classes depending on the quantization method that is used:

1.  Vector Quantization;
2.  Scalar Quantization.
In Scalar Quantization schemes the whole image is divided into the set of domains (groups of pixels), and then every domain is compressed separately. The term “scalar quantization” means that the inputs are the separate values, so every image domain and pixel is processed separately. The good example of SQ scheme is JPEG. 
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Fig. 1. Typical lossy compression scheme
But usually natural images contain a lot of correlated regions and pixels. Therefore, there are a lot of similar domains after the image splitting. Scalar quantization does not take proper account of correlation between different domains (Spatial Redundancy) and correlation between different color planes or spectral bands (Spectral Redundancy).  

Vector Quantization (VQ) uses these correlation properties and removes different types of redundancy in more efficient way then Scalar Quantization.

VQ is a procedure of “mapping” all possible input data sets into a relatively small set of symbols. In contrast to a SQ, when the operation is performed with individual pixels, the vector quantization operates with groups (domains) of pixels, called vectors, so the results of applying any kind of vector quantization could be different with changing the information source. There are a lot of works dedicated to vector quantization in image compression [[1],[3]]

The common method of image compression using vector quantization is the following [[4],[1]]: the whole image is split into domains. The domains are considered as vectors or points in multidimensional space and then, during lossy compression, the similar domains are replaced with single pattern sample called codeword. All the patterns (codewords) are stored in codebook.

Traditionally the generalized Lloyd algorithm (GLA[[1],[3]] is used for vector quantization. As the result, for every vector (domain) of given image, GLA finds the codeword that is the best approximation of the domain considering given restrictions, also the codebook is built, i.e. the set of codewords that were used for given image quantization. Vector Quantization itself provides [image: image2.wmf])
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 is the vector length (number of pixels in domain), [image: image4.wmf]L

 is the number of bits per one element in vector, [image: image5.wmf]K

 is the number of codewords in codebook. But the codebook size is not considered here.

Obviously the reconstructed image will differ from the original one after the Vector Quantization, and the quality loss (quantization errors) will be affected not only by the compression ratio, but also by the codebook vectors set itself.  I.e. for one image given codebook will give good results in quality, but for another image the same codebook will lead to unacceptable distortions. That is why the codebook generation is the key task in schemes of vector quantization for image compression, and traditionally the different codebooks are built for different images. To make the image reconstruction possible the codebook ought to be stored or transmitted with the quantized image. 

The codebook takes a lot of bytes by itself, and it contains a significant part of the whole number of bytes that ought to be stored after image compression. It means that considering vector quantization for image compression the compression ratio can be increased if it would be possible not to store the codebook or use the same codebook for quantization of all possible images.
CODE-BASED QUANTIZATION
The idea of Code-based image compression (Code Quantization) is to solve the main problem of Vector Quantization – a need to create, store and transmit a rather big Codebook. The first part of the problem is that in Vector Quantization algorithms we should construct Codebook and this operation has quite high computational complexity. Then adoptive Codebook have to be transmitted on the receiver/decoder side without any distortion. 

In Code Quantization, the “Big Codebook” problem is solved by Code Theory methods. The Codebook is known both on the transmitter and the receiver side and is predefined as the set of codewords of the error correcting code denoted by its basis (Generating matrix - G). 

The same way as for Vector Quantization an image domain is replaced by the nearest codeword from the adaptively constructed Codebook. The index of a resulting code word in the Book (which is the nearest to the initial domain) is saved and transmitted instead of the quantized source vector (domain). For the case of CQ the codeword’s index in a Code is unequivocally defined by an information set (part) of this codeword. It is enough to restore a word entirely as it’s known from the Code Theory. 

So in both case of Code and Vector Quantization, a word of size [image: image6.wmf]é
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 bits is transmitted (N - length of the code book). But Methods of Code Theory give a chance decrease the size of the compressed file and save channel bandwidth.

As for Vector Quantization the task of finding the nearest codeword for every domain in image have to be solved.  In general case this task can be solved by exhaustive search when all the codewords are consequently tested. It was assumed that the code used has special properties, they can be used to speed up the searching procedure.

By analogy with the error correction codes theory [[6]] definitions any point of the space [image: image7.wmf]C

 can be considered as the codeword [image: image8.wmf]a

 with added error vector [image: image9.wmf]e
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. The weight of the error is the distance from the given vector to the zero vector (vector that consists from only zeros): [image: image11.wmf])
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In terms of error correcting codes theory this task is called the task of decoding the code [image: image12.wmf]W

 in radius up to [image: image13.wmf]R

, that is equal to finding the codeword [image: image14.wmf]W
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Now the common method of image vector quantization with error correcting codes can be described as follows [[1]]:

1. Every domain [image: image16.wmf]i
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 of the given image 
is mapped with transformations into the point [image: image17.wmf]i
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of the space[image: image18.wmf]C
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 should be covered by the code [image: image20.wmf]W
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2. In space [image: image21.wmf]C

 the decoding of  vector [image: image22.wmf]i
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 is performed, the result of decoding is the codeword[image: image24.wmf]i
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 is considered as vector quantizer for the given image domain[image: image26.wmf]i
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3. The information set [image: image27.wmf]i
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 is stored. The compression of vector quantization is the storing of the message set [image: image29.wmf]i
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 instead of storing the whole domain [image: image30.wmf]i
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Inside the Code Quantization approach the following research objectives can be emphasized:

1. Code construction. The words of the Code should correlated with the input domains of the image. I.e. the finite space of the codewords has to cover the space of the image’s domains with minimum average error.

2. Decoding algorithm. Decoding algorithm has to set up a correspondence between input domain and output codeword with small average error.

3. Adaptation of the image to the code.
4. Comparatively small complexity. The computational complexity of the CQ algorithm should not exceed the total complexity of the VQ schemes.
BASIC SCHEME
The first really operational CQ scheme was suggested by A. Belogolovy in his PhD Thesis [[1]]. The described method of still images compression uses the code-based approach based on the low-density parity check codes (LDPC) as vector quantizers. The procedure of soft LDPC decoding (MT-decoder) can be used as fast search of the quantizers. Splitting of the image domains into bitplanes is used to adapt the image to the Code. For some special images the compression ratio is greater than compression ratio by JPEG algorithm with equal quality of reconstructed image.

The Basic Code Quantization algorithm of A. Belogolovy can be described by the following. Let [image: image31.wmf]}
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 be the set of LDPC codes, [image: image33.wmf]N

 is the number of bits required for binary representation of the brightness [image: image34.wmf]}
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. Then the algorithm of quantization with setting reliabilities will operate as follows:
1. At the first quantization stage (first, high-order bitplane) the set [image: image35.wmf]}

{

1

i

x

 is formed, where [image: image36.wmf]1

i

x

 are the high-order bits of [image: image37.wmf]i

X

, and the set of reliabilities [image: image38.wmf]}

{

1

i

l

 is made by the rule [image: image39.wmf]2

1

1

1

)

2

(

i

N

i

i

x

X

l

+

-

=

-

. From pairs [image: image40.wmf])

,

(

1

1

i

i

l

x

 the input vectors for the LDPC decoders are made, and then the decoding using reliabilities is performed in code [image: image41.wmf]1
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. The result of the decoding is the vectors consisting of [image: image42.wmf]1
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2. At every following quantization stage [image: image43.wmf]k
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  (following bitplanes), the differences [image: image45.wmf]å
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 are computed and the set [image: image46.wmf]}
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 the input vectors for the LDPC decoders are made, and then the decoding using reliabilities is performed in code [image: image51.wmf]k
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. The result of the decoding is the vectors consisting of[image: image52.wmf]k
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After completing all [image: image53.wmf]N

 stages all the quantized values [image: image54.wmf]k
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 are obtained and they are considered as the new bitplanes of the given image. Output bitstream of information sets is compressed by pair RLE + Huffman zero-loss algorithms.
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Fig. 2. Splitting of the domain into the set of eight biplanes

REVIEW OF THE BASIC SCHEME
The main points of the Base scheme are:

1. Splitting of the source image into the set of biplanes is applied in time-domain.  

2. Input vectors (bitplanes) are rebuilt to adopt them for the Code and to calculate the likelihood’s vectors.
3. LDPC Code is used to cover the input space of the reconstructed bit-lanes.
4. MT-decoder is used to find the nearest codeword by the Euclidean distance.
The algorithm shows comparatively good results and successfully solves the problem of big Codebook.  However it’s far from perfect and there are a lot of things that can improve the basic scheme. Here are the basic algorithm’s shortcomings:

1. Binary vectors on the input of the MT-decoder are recalculated from the bit planes. They are considered as the codewords of Code with added error vectors. And the problem is that they are not correlated with the Code [image: image56.wmf]W

at all. 

2. MT-decoder is comparatively fast but it doesn’t seem to be the best choice in this task.

3. Generally the big compression ratio of images is caused by the big inter-pixel correlation of the picture i.e. neighboring points are often quite similar to each other. The most of compression methods are based on that significant feature of images. But the described algorithm does not use it and compresses the pixels separately.
MODIFICATIONS
To improve performance of the basic scheme the following approaches are suggested and analyzed:

· The first bitplane is the most important one so it can be tried to save it without any quantization. This modification gives +2Db in average, but there are no novelty in this approach so any activity in this direction was stopped.
· MT-decoder fails to find the appropriate codeword for the task of image’s bitplane decoding more than 53% of all the input code vectors (demonstrates decoding error). This result can not be named normal. In case of the decoding error the saved and transmitted information set does not correspond to the decoded codeword. But the likelihoods of the following bitplanes are calculated using the previously decoded codewords.  That courses additional errors during the image reconstruction.  On the receiver side the codeword is reconstructed by the transmitted information set. So codeword on the receiver is not equal to the codeword after decoding. Several solutions were tested but the most interesting and fruitful  is the Soft Information Set (IS) decoding algorithm [[6]]. The information set (information positions) is the [image: image57.wmf]k

 positions of the codeword [image: image58.wmf]}
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 (and corresponding columns of generator matrix[image: image59.wmf]G

) that exactly and unambiguously define all the [image: image60.wmf]n

 positions of the codeword.  There may be several information sets in the codeword. The generator matrix can be reduced on the information positions to the identity matrix. 

The decoding algorithm is quite simple iterative algorithm. The max number of the decoding iterations is predefined below. One iteration can be described as follows:

· Take Information Set of the current codeword from the positions with the highest likelihood’s values (the most important positions that should be saved without any distortion).
· Calculate the distance between the decoded [image: image61.wmf]}
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 are saved.
The replacement of the MT-decoder in the basic scheme by the Information Set decoding increases SNR/PSN values by approximately +5Db in space-time domain. 

The experiments show that SNR and PSNR enhancements rise very slowly with the increasing of total iterations number (see  Fig. 3). Actually there is no principal difference in PSNR if a only one information set with the highest likelihoods is looked through or several hundreds. The benefit is less than 1,5% or 0,2Db [[7]] (This result was obtained in cooperation with S. Lyashenkov, Nizhniy Novgorod State University, Russia) 
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Fig. 3. PSNR vs. Number of decoding iterations of the IS-decoder

· Different code constructions were tested instead of the LDPC RS codes in the basic scheme. Originally the MT-decoder was chosen because of the high decoding speed for LDPC decoding. And after the replacement of the MT-decoder in the basic scheme by IS-decoder there was an idea to substitute the LDPC code for another more effective code construction by the same way. The results of the experiments are presented in the table 1. 
· One can see that RS LDPC and Golay codes seems to be the most promising ones. 
It can be explained by the following way. For the task of images bit planes quantization there must be codewords with a small number of ones. So it means the Code with small minimum weight and small minimum distance [image: image68.wmf]d

. Therefore RS LDPC (64,34) with [image: image69.wmf]4

=

d

 is a good choice.

· An approach with several Codes for image quantization is tried but there it shows no any benefit at all. 

· Quantization in frequency domain after the Discrete Wavelet Transform (DWT) is investigated. It’s well known from the previous projects that image quantization after the DWT filtration shows better results in comparison with time-domain. And that approach is confirmed for the estimated CQ scheme. The quantization of the detail matrixes for the first 2 levels of the wavelet decomposition increase SNR by +4 - +4,5 Db in average for quite the same compression ratio. That fact can be easily explained. The average amplitude of the points in the DWT detail’s matrixes is much less than for the source image. So the number of the important positions in the biplanes and code vectors is less.

· The spectral characteristics of the images in time-domain were investigated. In the 
· Fig. 4
 one can see the big deference of the bitplanes of the source and quantized images. The reason is that the spectrum of the regular linear error correcting Code is very different to the Image’s bitplanes spectrum. So it’s necessary to find more organic and more correlated code to cover the bitplanes. 
	Code
	n
	k
	RealCR
	Decoder
	airplane.bmp
	baboon.bmp
	lena.bmp

	
	
	
	
	
	SNR
	PSNR
	SNR
	PSNR
	SNR
	PSNR

	Golay
	48
	24
	12,8
	IS-time
	28,02
	30,76
	21,17
	26,88
	24,92
	31,58

	Random1
	64
	32
	12,5
	IS -time
	15,00
	18,32
	16,54
	22,31
	15,75
	22,51

	Random2
	64
	32
	12,5
	IS -time
	25,83
	28,57
	20,56
	26,28
	23,49
	30,16

	Random3
	64
	32
	12,7
	IS -time
	25,83
	28,56
	20,68
	26,34
	23,63
	30,27

	LDPC RS1
	64
	34
	12,5
	IS -time
	26,24
	28,96
	20,65
	26,30
	23,65
	30,29

	LDPC RS2
	64
	33
	12,2
	IS -time
	25,88
	28,62
	20,12
	25,82
	23,09
	29,77

	LDPC RS3
	64
	48
	10,2
	IS -time
	31,97
	34,70
	27,66
	33,33
	30,37
	37,03

	Golay
	48
	6
	26,1
	IS -time
	22,25
	24,98
	15,63
	21,29
	18,60
	25,24


Compression results of the modified CQ scheme 


Table 1.
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Fig. 4. Spectrum of the 1st input bitplane (a) and the 1st bitplane quantized by CQ algorithm (b) of Lena.bmp test image
RESULTS
Currently the best results for the modified CQ scheme are shown by following combination:

· Quantization area: Details matrixes of the first 2 first levels of the DWT decomposition

· Code with quite small distance: LDPC RS and  Golay seems very promising

· Decoder: Soft Information Set decoding algorithm 
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