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Abstract
This manuscript provides an overview on the author’s work in field of machine vision for 
industrial needs. The idea used in the work are based on representing a work area in three dimensional space and analyzing the space to solve 
industrial problems, like “packaging problem” and some others.
I. PROBLEM AREA
The machine vision is usually used, in industry, to navigate robot’s arms and to qualify production. Robot’s arm can be use to solve the “packaging problem” nearly every factory dealt with. The “packaging problem” occurs than it is necessary to eject details from a package. The only really workable solution, today, is to let a worker 
(human being) to do that. The worker does 
only few operations for all time: he take a detail from a package and fix it to a factory-made on a 
conveyer.  But the automation of the process 
will let to increase a general speed of the industrial process and let to decrease number of low-qualified worker.
II. INTRODUCTION
The machine vision system, described 
in the article, can be represented by the following diagram: 
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System must contain of three main parts: Cameras block, comparator and database.

The cameras block receives images from a scene, converts them in 3D scene, and send the scene to the comparator.

Comparator compares the scene received from the cameras block and surfaces received from the database that contains details’ mathematical representation, or details’ surface.

So, in frame of “packaging problem”, the work of the system for detecting an object can be described in the following steps:
1) Cameras block receives images of a scene that contains the object.

2) Cameras block creates 3D scene that is the mathematical representation of the real scene where the objects is located.

3) Comparator looks for the object, comparing 3d scene and the object’s mathematical description from the database.

4) Having found the object’s mathematical description in the 3d scene, comparator sends the information about object’s position and orientation to a robot-arm’s controller.

III. MAIN TASKS AND PROBLEMS
In frame of “packaging problem” the main target of the machine vision is to detect and recognize an object in a scene. After that it’s necessary to calculate the object’s position.  The problem of positioning objects is solved by stereo vision. The stereo vision is the method of using two cameras looking in one direction. By the difference of angular coordinates it is possible to calculate the distance (Fig. 2).
The problems of detection are almost solved in condition of current industrial circumstances. The objects are usually detected by comparing current image with the original one; but due to the complexity of the target-solving the “packaging problem”, it is necessary to find way to solve that lets to detect objects independently of the circumstances. That will let to detect objects independently of packaging style and type of details. More other it will increase the system’s stability and flexibility-the main factor’s of machine vision systems. Stability is an ability of the system to work in condition of unpredictable situations, like presence of strange objects and noise. Flexibility is the ability of the system to be usable in different situations, for example, in different type of factories, without changes in algorithms.
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Fig. 2.
The objects’ detection, in the machine vision system, is based on space distribution of objects in a scene. Most details, that requires, ejection are complex details, for example springs, and they are separated from each other spatially due to the complexity of their surfaces. Also the detection is based on object’s surfaces and that way is closely jointed with a process of objects’ recognition.
IV. GENERAL PRINCIPLES OF WORK
To rebuild the 3D scene, main source for comparator, it is necessary to process the information received by cameras in the cameras block. Most machine vision systems use one or two cameras and more cameras if it is necessary to look at a scene from different positions.
The system, described in the article, uses three cameras looking the same direction. The reason in using three cameras is to avoid complex dependence of lighting distribution. The lighting distribution, or the distribution of lighting intensity on a surface, depends on many parameters that could not be taken in account in real condition, for they are not properly explored. More over lighting intensity on an image depends on a camera position. The law is generally determined by Phong’s model (Fig. 3). 
The law is described just for one source of light, but a real scene consists of many lights and more other objects are lighten by indirect light, light reflected from object’s surfaces. Due to these factors the system avoids them by using the third camera.

To rebuild a 3d scene the following stages are held. 
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Shooting the scene, or receiving the images of the scene.

[image: image14.png]



[image: image4]
Images received from cameras processed with an edge detector. 
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The images from first and second cameras are compared with each other, and the result of the images’ comparing compares with the third image, image received from the third camera. Using partial cameras’ distribution the distance to points, those are visible in the images, are calculated. 
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These points (green points at the pictures fig. 6 and fig. 7) form the 3D scene.
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The data base contains details’ surfaces’ mathematical description.
Comparator receives 3D scene from the cameras block and 3D mathematical description of objects’ from the database. The process of comparing is based on surfaces’ curvature. That lets to regard objects independently of their positions in a scene. And, due to the fact that an object can not be regarded from all points of view, using a curvature function let to compare not whole objects, but their parts. For example, if an object is lying in a box and covered by other objects the systems can see only its part; the data base contains the description of whole object’s surface; the comparator compares their curvatures and gives an answer on the main questions: “is there the object in the scene”, and “where is it”.
As a result of the system’s work, it gives objects positions and orientations in the scene.
V. CHARACTIRISTICS
As far as current and anticipated characteristics of the systems, one should mention: resolution of cameras, cameras distribution, optical zoom, speed of calculations, flexibility and stability, via formulas and features of the system, those might be mentioned as advantages of the system.

· Resolution of the cameras is most important parameter of the system. Camera resolution increase many parameters of the system: distance’ resolution, quality of a rebuilt 3D scene, volume of comparator’s input information, resistance to noise, etc. 
· Cameras distribution determines a percentage of death zone and the system’s work region. 
· Cameras’ zoom lets the system to work in any visible region. It changes the position the start point of the system’s work region, but does not change the length of the work region (L). 
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FOV-cameras’ field of view

Level terminology is used due to the discontinuous distance calculation, for cameras’ images are discontinuous images.

1 Level-closest distance from where the system can calculate the distance. 
N Level-farthest distance where the system can calculate the distance.
Fig. 8.
Distance error is calculated by the formula:
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· -Speed of calculations is determined by the resolution of the cameras, for higher resolution gives bigger volume of information must be processed. Due to specifics of the system’s algorithm the calculation may be distributed between several processors: the images divides on several blocks of lines, each block for each processor.
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Fig. 9.

VI. ADVENTAGES
The system had the following features that can be regarded as advantages:

· Independence of a scene, because the system separates objects from each over taking in account their positions in the 3D Scene.

· Independence of objects’ positions, because the system works in 3D space and uses curvature of object’s surface.

· Independence of direction of light, because not lighting distribution, but lighting overfalls are used.

The system solves three main problems of machine vision:

· intersected objects;
· objects’ orientation;
· the irregular lighting.
VII. DISADVENTAGES
· The main disadvantage of the system is death zones. The death zones occur than the stereo vision is used 
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Fig. 10.
The death zones are the parts of image that presents at one image and does not present at the other one, in other words, the are parts of a scene those can not be visible from all cameras in the same moment. The presence of an object in all images, received by the cameras in the same moment, is the main restriction on using system; contrary to human vision, the system can not work in the situations than the object is not observed by all cameras, for the distance to the object can not be calculated and its surface can not be reconstructed for further detection and recognition.
· Another condition, which must be taken in account, is the precious camera positioning, in other words, if one of the cameras will be moved during its work the system will not be able to work further, until the cameras positioning be restored.

· The system does not work well with reflecting objects, and just their borders can mostly be used for their detection and recognition. 

VIII. OUTLOOKS
There are several important changes those are anticipated in the system’s structure.
Due to the importance of rebuilding 3D scene (in the cameras block), it’s necessary to increase quality of the rebuilt 3d scene by decreasing probably of error of images comparison.
As a way to reduce the error the feedback (red arrow) might be created.


[image: image13]
That will let to create 3D scene using anticipated data; if there will be several ways to form the 3D scene the cameras block will forward preliminary 3D scene to the comparator, and the comparator will forward information to the cameras block, if he could anticipate basing on the received 3D scene that the 3D scene probably contains an object in the scene at the current place. Cameras block will use that information to choose right 3D scene from the variety of probable scenes. It might be very useful due to the following facts:
· in industry the scene does not change strongly and most objects (especially target objects) are known;
· most objects can be detected even if the 3D scene is not formed completely.

At present moment 3d scenes are a set of points in 3d space, but the lighting distribution might be use to form the 3D scene as a set of surfaces. That will let to increase recognizing ability of the comparator, for it will increase volume of information in 3D scene (at present time the only one way to increase the volume of the information is to increase cameras’ resolution).
IX. CONCLUSION
Though the system is developing to solve “packaging problem”, it might be used to solve many other problems where machine vision itself can be used. It is very probable that the way, that the system uses, can be used to solve global problems of machine vision, like classification. Representing objects as 3d model will let to use skeleton object’s representation effectively due to the independence of object’s orientation.
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Phong Model


(For one source of light)





ks is the coefficient of specular reflection. 


kd is the coefficient of diffuse reflection.


ka is the ambient reflection.


R is the direction of specular reflection.


V is the direction of the viewer.





 I = ka * Ia + (Ip /(d)) [kd * (N·L) + ks * (V·R)n]
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Fig. 1.
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Dead Zone is an area not in the sight of all cameras
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Example: Res:800x600 >>> the time of the reconstruction is 600 times less
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